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Data Center Research Roadmayp
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A “research roadmap” was
developed for the California Energy
Commission and outlined key areas

. HIGH-PERFORMANCE
for energy efficiency research, DATA CENTERS
development, and demonstration

Sporaired by
The California Enerzy Commission through the L N
Public Inweregl Energy Research (FIER) Program I ﬁ




Data Center research activities

Benchmarking and 22 data center case studies
Self-benchmarking protocol
Power supply efficiency study

UPS systems efficiency study
Standby generation losses
Performance metrics — Computation/watt




LBNL Data Center demonstrations

+

DC powering demonstrations
— Facility level
— Rack level

d “Air management” demonstration
[ Outside air economizer demonstration

— Contamination concerns
— Humidity control concerns




Case studies/benchmarks

+

Banks/financial
Institutions

Web hosting

Internet service
provider

Scientific Computing
Recovery center
Tax processing

Storage and router
manufacturers

others
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IT equipment load density

‘ IT Equipment Load Intensity

2005 Benchmarks
Ave.~52

/

2003 Benchmarks /
Ave.~ 25

Watts/sq. ft.
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Data Center Number




Benchmarking energy end use

Electricity Flows in Data Centers

HVAC system

local distribution lines

to the building, 480 V
computer
equipment

computer racks

&l backup diesel
generators
UPS = Uninterruptible Power Supply

PDU = Power Distribution Unit;




Overall power use in Data Centers
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Overall power use In Data Centers
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Server PSU
UPS fans 50w

HVAC  +PDU 15W
system 40W 25W




Data Center performance differences
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Variation in Data Center Energy End Uses

100%
90% -

O Other
80% -

70% - @ Lighting
60% - B UPS Losses

S50% O Total HVAC
409%
309% -

B DC Equipment

O Servers

Q
2]
o
P
O
S
o
c
o
®©
i)
@]
+J
Y
@]
o
o

20%

10%

0%

Facility Number




Performance varies

_~_The relative percentages of the Computer
energy actually doing computing
varied considerably.

Other
13%

Lighting
Office Space 204
Conditioning
1%

HVAC - Air
) Movement
Electrical Room 7%
Cooling

4%

Cooling Tower
Plant
4%

Lighting
Data Center 2%
Server Load HVAC -

51% Chiller and

Pumps
24%

Data Center
CRAC Units
25%




Percentage of power delivered
to IT equipment

_~_

IT Equipment load Index

fraction of the respective
data center total power
consumption. 0.6

0.59 . 0.59
0.55

All values are shown as a 0.74 Average 0.49
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HVAC system effectiveness
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We observed a wide variation in HVAC performance

HVAC Effectiveness Index
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Benchmark results helped to find
best practices

_~_

The ratio of IT equipment power to the total
iS an indicator of relative overall efficiency.
Examination of individual systems and
components in the centers that performed
well helped to identify best practices.




Best practices topics identified
through benchmarking

‘ HVAC Facility IT Cross-cutting / misc.
— Air Delivery Electrical Equipment issues
— Water Systems Systems

Air Cooling UPS Power Supply Pi\eield=iilel[=Ta(5,
management | plant systems efficiency
optimization

Air Free cooling | Self Sleep/standby Right sizing
economizers generation REGRE

Humidification RVEFEs] [ AC-DC IT equip fans  Variable speed drives
controls speed Distribution
alternatives pumping

Centralized air Ve ][ Standby Lighting
handlers speed generation
Chillers
Maintenance
cooling

Low pressure Commissioning/continuous
drop air benchmarking
distribution

Fan efficiency Heat recovery
Redundancies

Method of charging for
space and power

Building envelope




Best practices led to design guides

Design Guides were rF 4l

i

developed based
upon observed
best practices

Self benchmarking
protocol is available | F




Design guidelines were developed
INn collaboration with PG&E

_~_

HIGH PERFORMANCE
DATA CENTERS

Guides available through
PG&E's Energy Design
Resources Website




Design guidance summarized in a
training resource

A web-based training resource is available

Help

|| http:fhigl

Ernerging Technolagies

infarmation to
ffecti

LamaRATERY in Real Data

pLbli and pri u

High-Tech R B Applic Tearm B Environmental Energy Techn

http://hightech.Ibl.gov/dctraining/TOP.html




Performance metrics
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m Couple existing computing benchmark
programs with energy use

s Computations/Watt

m Energy Star interest




“Air Management” demonstration
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Goal:

Demonstrate better
cooling and energy
savings through
Improvements in air
distribution in a high
density environment.




Demonstration procedure

m Once test area was isolated, air conditioner
fan speed was reduced using existing VFD's

m [emperatures at the servers were monitored
m IT equipment and fan energy was monitored
m Chilled water temperatures were monitored

m Hot aisle return air temperatures were
monitored — AT was determined




Demonstration description
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m The as-found conditions were monitored
— Temperatures
— Fan energy
— IT energy

m An area containing two high-intensity rows and
three computer room air conditioning units
was physically isolated from rest of the center
— approximately 175W/sf




Demonstration description, con’t
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Two configurations were demonstrated
Air temperatures monitored at key points

IT equipment and computer room air
conditioner fans energy was measured

Chilled water temperature was monitored

Chilled water flow was not able to be
measured




First alternate - cold aisle 1solation
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Interstitial Ceiling Space Air Barrier Air Barrier

{Plast Sheet)

.......................................................................................................................................................................................................... |

Relurmn Alr

Supply Air Air Barrier
{Wbelarmine Eoadd)
Raised Floor




Second alternate - hot aisle i1solation
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Return Air Interstitial Ceiling Space Air Barrier —
(Plastic Sheet)

- Open Ceiling Tile

Hf/f Air Barrier \H

Supply Air Air Barrier ——,

Raised Floor (Melamine Board)




Demonstration procedure

m Once test area was isolated, air conditioner
fan speed was reduced using existing VFD's

m [emperatures at the servers were monitored
m IT equipment and fan energy were monitored
m Chilled water temperatures were monitored

m Hot aisle return air temperatures were
monitored — AT was determined




Fan energy savings — 75%o

CRAH Fan Power (Sum of CRAH 23, 24, 25)

«—— Baseline

Setup

Alternate 1

Setup ——»

Alternate 2 ¢
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Power (kW)

Since there was no mixing
of cold supply air with hot

return air -

fan speed could be reduced
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AM

Time

06/15/2006 12:00  06M6/2006 12:00  08/16/2006 12:00
FM AM PM




Temperature variation improved

Cold Aisle NW - PGE12813
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Additional air system savings
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m Since air is not mixing, the overall air supply
temperature could be raised (typically centers
are below ASHRAE recommended minimums

because of mixing)

m Hotter air is returned to the computer room
air conditioners - Larger temperature
difference (AT) allows air conditioning unit to
have more capacity




Additional chilled water savings
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For an entire center, it may be possible to
raise chilled water supply temperature
improving chiller efficiency or reduce chilled
water flow and lower pumping energy.




Reliability Improvement

Better temperature uniformity in cold
aisle

Elimination of hot spots due to hot
aisle air mixing
Potentially less wear and tear on air

handlers and chilled water system
equipment




Other air management
Improvement areas
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m Seal all unwanted openings in floor
m Blank off openings in racks

m Training — Objective is cooling the
equipment rather than people comfort.
— Hot air return is a good thing
— Recommended environmental conditions at inlet

to equipment set by ASHRAE — generally above
68 degrees (so why are return temperatures set

at 68 and supply temps in the 50s?)
— Recommended humidity ranges are broad




Encouraging use of outside air
economizers
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m Goal: encourage use of outside air
economizers where climate is appropriate

m Strategy:

— address data center professional’s biggest
concerns: contamination and humidity control

— quantify energy savings at one center




Preliminary work
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m Case studies of centers successfully using
outside air

m Literature review to determine failure
mechanisms

m Collaboration with ASHRAE data center
committee




Features of current work

_~_- Snapshot over several days — one time of
the year

m Continuous monitoring equipment in place

at one center. Data collection over several
months

m Before and after capability at three centers

m Additional savings summary from utility
information for other centers




Calculating additional savings
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m Calculate estimated yearly savings at one site
— using utility data.

m Possible additional savings over original
calculated savings.

— Raise high temperature cut off to increase hours of
operation

— Better hot and cold isolation — raise AT

— No low temperature cut off limit

— Raise supply air temperature to ASHRAE guidelines
— Optimize chiller sequencing when using outside air




Findings
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m Water soluble salts in combination with high
humidity can cause failures

m Static electricity can occur with very low
humidity

s Humidity control for make-up air (or no
controls) is usually sufficient

m Particle concentrations with normal filtration
are orders of magnitude lower than
recommended




Contamination is orders of
magnitude less at the servers
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Particle concentrations by size
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Particle Concentration
at Server Rack
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Economizer In service
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Encouraging economizers —
next steps
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Analyze material captured on filters

m After” measurements at two centers
Estimates of savings

Final report
Collaboration with ASHRAE




DC powering data centers
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Goal:
Show that a DC system could be assembled
with commercially available components and
measure actual energy savings — a proof of
concept demonstration.




Data Center power conversions
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AC voltage conversions
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AC/DC Multi output PS




Prior research illustrated large

losses In power conversion
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Power Supplies
in I'T equipment
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UPS and Power Supply efficiency
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s We observed a wide range of performance from the
worst to the best

m Our original goal was to move the market to the
higher performing systems

m Incentive programs, labeling, education programs
were all options — and still are




UPS draft labeling standar

UPS-System

Manufacturer

o Based upon proposed
European Standard

a Possible use in
- ,
Incentive programs

High losses

Energy losses kWh / year ¥

Energy losses kWh at 2'000 h standby

Filtering of net disturbances




Included In the demonstration

Side-by-side comparison of
traditional AC system with new
DC system

— Facility level distribution
— Rack level distribution

Power measurements at
conversion points

Servers modified to accept
380 V. DC

Artificial loads to more fully
simulate data center




Additional items included

—~_- Racks distributing 48 volts to illustrate that other DC
solutions are available, however no energy monitoring
was provided for this configuration

m DC lighting




Typical AC distribution today
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480
| | Loads
Volt AC I—N
Legacy
PDU Voltages

using
~ Silicon
Voltages




Facility-level DC distribution
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480
Volt AC

380V.DC

DC UPS
or
Rectifier

using
Silicon
Server _ Voltages




Rack-level DC distribution
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480 -
Volt AC
PDU 380 VDC

using
Silicon
Voltages

Server




AC system loss compared to DC
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Results

_~_- Facility level overall
efficiency improvement:
10 to 20%

Smaller rack level efficiency
improvement but other
benefits include:

- Thermal benefits
— Smaller power supply in server

— Transition strategy for existing
centers



Implications could be even better
_~_ for a typical data center

m Redundant UPS and server power supplies operate
at reduced efficiency

m Cooling loads would be reduced.

m Both UPS systems used in the AC base case were
“best in class” systems and performed better than
benchmarked systems — efficiency gains compared
to typical systems could be higher.

m Further optimization of conversion devices/voltages
is possible




Industry Partners in the Demonstration

—~_ Equipment and Services Contributors:

Alindeska Electrical Contractors
APC

Baldwin Technologies

Cisco Systems

Cupertino Electric

Dranetz-BMI

Emerson Network Power

Industrial Network Manufacturing
(IEM)

Intel

Nextek Power Systems
Pentadyne

Rosendin Electric

SatCon Power Systems
Square D/Schneider Electric
Sun Microsystems
UNIVERSAL Electric Corp.




Other firms collaborated
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380voltsdc.com Morrison Hershfield Corporation
CCG Facility Integration NTT Facilities

Cingular Wireless RTKL

Dupont Fabros SBC Global

EDG2, Inc. TDI Power

EYP Mission Critical Verizon Wireless

Gannett

Hewlett Packard

Stakeholders:




Picture of demonstration set-up




DC power — next steps
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DC power pilot installation(s)
Standardize distribution voltage
Standardize DC connector and power strips

Server manufacturers develop power supply
specification

Power supply manufacturers develop prototype
UL and communications certification




L BNL website:

http://hightech.lbl.gov/datacenters/




Discussion/Questions??




